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Introduction


The original FDomain and FGrid classes are not available anymore. FDomain and FGrid are dummy data structures in this source code. Hence, dummy data is written during the computational phase to illustrate the concept of parallel I/O. The performance of the parallel I/O in this source code is probably not optimum due to the choose data size and data structure. In general, the parallel I/O read and write operations can be applied to many parallel applications.


Pre-requisite to run the code: MPI and parallel HDF5 library are installed. phdf5.h5 (simulation initialization file) is located in the same directory as the other source codes. HDFView is not required to run the codes, but will help visualization and modification of the *.h5 file.


Command to run the code in Linux: mpiexec -n 5 ./phdf5


Note: The code needs to be run with 5 processes because there is a checking in the phdf5.h5. The offset_array in phdf5.h5 needs to be changed accordingly if the number of processes to run the code is not 5.


Introduction


This project explores the efficient parallel I/O access using the parallel HDF5 library available at http://www.hdfgroup.org/HDF5/. The code will read and write simulation data in parallel. The parallel I/O functionality is implemented in the FHDF class. The two main functions of the FHDF class:


	parallel read initial simulation data stored in the HDF5 file to restart simulation
	parallel write simulation data during computational phase to the HDF5 file



The design of the parallel I/O file structure using the parallel HDF5 library is shown below:


[image: Image 1]


Note: The HDF5 (serial version) is a great data storage and management tools for many serial applications. Depending on the application data structure, the I/O performance could be better than the typical file pointer read/write in addition to great visualization capability.


Background


One of the purposes of performing simulation is to analyze the evolution of some physical properties such as the velocity across time and space. Hence, it is customary to write the numerical values of these physical properties, during the simulation, into files for further post processing and analysis. Proper data storage and management are becoming a critical issue especially for simulation which generates a vast amount of data. With the advance of supercomputer facilities to accommodate compute-intensive simulation, more data files are generated unfortunately and these files require more memory and disk for storage and management.


In the sequential approach (figure on the left), all processes send data to one process, for example process 0, and process 0 write the data to a file. During the reading phase, process 0 read from the file in the storage hardware and then distribute the data to all other processes. From the perspective of file I/O access, this approach works more efficiently when the number of processes is small. As the number of processes increases, there exists a bottleneck at process 0 to read from or write to the storage hardware. The lack of parallelism in file I/O limits the scalability performance. Furthermore, a good communication scheme is required to ensure process 0 receives or distributes the data correctly to other processes. Indirectly, this creates a high memory demand at process 0 to store all the data. This approach will not work if the memory demand is higher than the available memory at the single process in some supercomputer centers.
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To overcome the limitation of communication and memory demand, some parallel applications read or write individual data file (figure on the right). The main disadvantages of this approach is a huge number of files are required/created as the number of processes used for the computation increases. Furthermore, a high demand is placed in the post processing phase because information needs to be collected from each individual file and assembled into a final data file. In file system of some supercomputer centers, for example, the supermuc at LRZ, this approach is prone to I/O error due to timeout error or crashes because the parallel file system at supermuc is tuned for high bandwidth but not optimal to handle a large quantity of small files located at a single directory, for example, a parallel program or simultaneously running job which generates ~ 1000 files per directory.


With the introduction of parallel I/O in MPI-2, this provides the possibility of writing a single file by all participating parallel processes. This is achieved by setting the file view through MPI_File_set_view, where a region in the file is defined for each process to read or write. The data will be written in binary format, a machine readable format. Thus it always requires a post processing step to transform the binary format into ASCII format if there is a need to analyze the data, for example, for debugging. Additionally, the binary files may not be portable to other supercomputers due to different endianness.
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A high level I/O library, for example the HDF5 library, provides an interface between the application program and the parallel MPI-IO operation. The experts of the library encapsulate the MPI-IO library, optimize and add other useful features to build a high level parallel I/O library. The user of the library requires only to apply this knowledge in their parallel program. This will in general save the development and optimization time for parallel I/O in an application program.


Using the Code


The parallel read and write operation are implemented in the FHDF class. It uses the FDomain and FGrid classes which are unavailable due to legal reason. Both the FDomain and FGrid classes define the data structure of a CFD code, which varies from one CFD code to another CFD code. However, the design and implementation concept of the FHDF can be applied to many simulations.


C#



// 
// object initialization
// 
MPI_Comm_size(MPI_COMM_WORLD, &comp_size);
int rank;
MPI_Comm_rank(MPI_COMM_WORLD, &rank);
bool success; 
fd = new FDomain(); // contains the data structure of the simulation domain
FHDF *fhdf = new FHDF(MPI_COMM_WORLD, comp_size, rank, fd, success);

// 
// parallel write
// 
fhdf->writeDomainData(offset_array); // write FDomain and FGrid data (first time write)
fhdf->writeGridData(offset_array); // write FGrid data only (inside computational loop)
 
// offset_array:
// Its size equals to the comp_size + 2 
// Its denotes the offset in row where each process begins writing 
// (similar concept to MPI_File_set_view).  
// The last two members store the total number of rows in a dataset and the 
// maximum rows written by a process. 
// Example : 0 23 46 23  
//           Two processes in the computational phase.
//           Process 0 and 1 begin writing at row 0 and 23 respectively. 
//           Total number of rows in the dataset is 46.
//           The maximum number of rows written by a process is 23. 

//  
// parallel read
// 
// fhdf->readHDF5();  // read the FDomain and FGrid data

// 
// define H5T_COMPOUND datatype for class object with C data type
// 
hid_t grid_tid = H5Tcreate(H5T_COMPOUND, sizeof(FGrid); 
H5Tinsert(grid_tid, "mytag", HOFFSET(FGrid, mytag), H5T_NATIVE_INT); 
H5Tinsert(grid_tid, "depth", HOFFSET(FGrid, depth), H5T_NATIVE_SHORT);
hsize_t vector_dim[] = {3};
hid_t vector_DT_INDEX_tid = H5Tarray_create(H5T_NATIVE_UINT, 1, vector_dim); 
H5Tinsert(grid_tid, "n", HOFFSET(FGrid, n), vector_DT_INDEX_tid);  
H5Tclose(vector_DT_INDEX_tid); 
 
// Advantages of using H5T_COMPOUND:   
//   - used for mixed datatype in structure in C or class in C++ (only the primitive C data type) 
//   - avoid copying data from the structure or class to a temporary buffer

// 
// syntax for parallel HDF5 write/read
// 
H5Dwrite(dataset, datatype, dataspace(memory space), dataspace(file space), transfer property, buffer); ; 
H5Dread(dataset, datatype, dataspace(memory space), dataspace(file space), transfer property, buffer); ; 
 
// segregation of dataspace into memory space and file space allows a subset 
// of the data to be written/read


The available report explains the design and implementation, advantages and problem encountered during this project. Most importantly, it gives you the main concept of an efficient parallel I/O design and implementation. Reading the report will help you understand the code.


The code can be easily adapted to other simulations by replacing the data structures in this code with the corresponding data structures of other simulations.


Points of Interest


With the vastly available multi-core processes, parallel programming plays an important role in shaping the programming trend for efficient application today and in the future. We observe exponential growth in computing power according to Moore's law since the last two to three decades. A crucial part in efficient parallel programming is the input and output. However, the performance of I/O access, even in parallel I/O access, is lacking behind. The growing imbalance has prompted more researches in efficient and scalable I/O, especially in parallel programming.


It is a well known fact that three dimensional (3D) array has inferior performance typically than one dimensional (1D) array in term of memory layout, memory access and cache efficiency in computation. However, the performance comparison between a 3D array and a 1D array data structure in file I/O access is less known. The result in the report.pdf shows that the performance of parallel I/O using the HDF5 library can be better than the writing in binary using the typical C/C++ file pointer.


[image: Image 5]



A general approach in the current parallel computing is to distribute the computation domain/data size to the processes such that they can fit into the cache. Such strategies may observe superlinear scaling. This is the optimum solution from a computational perspective.


Unfortunately, as we have observed earlier, writing a small data array to the file I/O incurs bad I/O performance. Hence, we have two optimum solutions independently but are contradict each other nevertheless. Thus, a balance needs to be maintained among them or a new approach needs to be discovered to overcome this limitation.


The new trend in parallel programming is the new programming model of combining both the distributed and shared memory access. Together with the advanced interconnect technology, for example, the Intel Quick Path Interconnect technology, an improved I/O scalability performance can be observed without heavily relying on the communication efficiency and the I/O performance of a single process.


History


	23rd April, 2013: First submission

License

						This article, along with any associated source code and files, is licensed under The Code Project Open License (CPOL)


						

						
						

						
						    



    
        [image: ]
    


    
        Written By


        
             Hoi Yen Loo
        


        
            
	        
        


        
            [image: United States] United States
        

    






    This member has not yet provided a Biography. Assume it's interesting and varied, and probably something to do with programming.




    
        
    

    
        
    






						
						

						


						
							
						


					

				    
					

				

				
				 
				    [image: ]


				

				
                
                

				
				

					Comments and Discussions


                    
			        
				        

    	
            
                
                    
                    
                    
                
                
            
        
	
            
                
                    
                        
                    
                
                
            
        
	
            
                
                    
                    
                    
                    
                
                
            
        
	
            
            
                
                    
                        
                    
                
                
            
        
	
            
                
                    
                    
                    
                
                
            
        
	
            
                
                    
                        
                            
                        
                    
                
                
            
        





			        
[bookmark: _comments] 
	[bookmark: xx0xx]			First Prev Next


			[bookmark: xx5826426xx][image: Question]	[bookmark: 5826426]error [image: Pin]
	Reza Ahmadi 202114-Aug-21  4:41

	[image: ]	Reza Ahmadi 2021	14-Aug-21  4:41 


					Hi, i can't dowload source code. pls help me







		[bookmark: xx4562006xx][image: General]	[bookmark: 4562006]My vote of 5 [image: Pin]
	Ștefan-Mihai MOGA10-May-13  18:37

	[image: professional]	Ștefan-Mihai MOGA	10-May-13  18:37 


					This is a great inspiring article. I am pretty much pleased with your good work. You put really very helpful information. Keep it up once again.







		[bookmark: xx4551739xx][image: General]	[bookmark: 4551739]My vote of 5 [image: Pin]
	DinoLL++28-Apr-13  5:55

	[image: ]	DinoLL++	28-Apr-13  5:55 


					Waoo.. Nice article!







		[bookmark: xx4550887xx][image: General]	[bookmark: 4550887]My vote of 5 [image: Pin]
	Florian Rappl26-Apr-13  6:56

	[image: professional]	Florian Rappl	26-Apr-13  6:56 


					Looks good - I will certainly have a look at it with respect to some LQCD code in the near future.









		Last Visit: 31-Dec-99  18:00     Last Update: 9-Apr-24  13:51	Refresh	1





[image: General] General    [image: News] News    [image: Suggestion] Suggestion    [image: Question] Question    [image: Bug] Bug    [image: Answer] Answer    [image: Joke] Joke    [image: Praise] Praise    [image: Rant] Rant    [image: Admin] Admin    
Use Ctrl+Left/Right to switch messages, Ctrl+Up/Down to switch threads, Ctrl+Shift+Left/Right to switch pages.

				

			
			

            
            

				
				

				

                

        		    



    
    




					
						
						[image: ]



					


					
						[image: ]


					


				    

                    

				    

				    

					
                    
                        Go to top
                    


			    

            

            

        
        

		
		
			
				Permalink

				Advertise 

				Privacy

    			Cookies

                Terms of Use

			


            
				



    Layout: fixed
    |
    fluid




				

				

	            


	
Posted 25 Apr 2013



    





                

			

                
			
				Article Copyright 2013 by Hoi Yen Loo
Everything else
				Copyright © CodeProject, 1999-2024 

                

				Web01 
				2.8:2024-04-02:1

			

		

		

		

		
			

	 
	 




[image: ]














